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ABSTRACT 

Even if a wide variety of songs are listened to these days, algorithms continue to need help in many areas. 

How does the system determine whether people enjoy a new song or artist when there are fewer historical 

figures? How do you choose which music to recommend to brand-new users? From this angle, the 

suggested research project attempts to evaluate the probability that a user would keep listening to the song 

after the initial apparent listening experience starts within the given time range. 

The user's objective is 1, and 0 is determined if, within a month of the initial apparent listening event, there 

is a recurrent auditory occurrence.  

There is also usage of methods like content-based filtering, factorization machines (FM), singular value 

decomposition (SVD), and collaborative filtering. Finally, SVD and FM are used to hybridise the suggested 

system. 

INTRODUCTION 

Since the majority of music is now purchased and listened to digitally, automated song 

recommendation is becoming more and more crucial. The music industry has shifted more and 

more in recent years towards digital distribution with the establishment of online music stores and 

customer services like Google Play, Grooveshark, Spotify, and iTunes [1, 2]. 

Hybrid recommenders integrate recommendation processes to decrease specific policy issues and 

increase assessment accuracy overall. To address this, mixed recommendations integrate content-

based and social suggestions into various configurations across various applications [3, 4]. 

 

METHODOLOGY 

A. Survey of Datasets 

Seven million three hundred seventy-seven thousand four hundred eighteen observations total 

from the original dataset were included in it; each word relates to the first apparent auditory 

occurrence for a specific user's song pair [5]. 

The data is selected for our training models by choosing users with 500 events and at least 1000 

songs. Of the filtered dataset, 75% is used for training, and the remaining 25% is tested. As a 

result, there are 289,928 observations in the testing set and 869,783 observations in the training 

set. The songs' metadata is also looked at. The characteristics will come in handy for FM and 

content-based models. 
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B. Collaborative Filtering 

By examining how the other person has rated the musical compositions, interaction methods 

suggest them to the user. Consider, for example, that there is a picky user who adores component 

A. However, a few others love A and B; therefore, the consumer will recommend B. This approach 

has been practical and is frequently utilised in e-commerce systems (such as Amazon.com and the 

iTunes music store) [5]. 

Two groups of collaborative systems are distinguished: 

 

1. User-Based Collaborative Filtering (UBCF):  

As illustrated in Figure 1, UBCF applies that logic to make recommendations for items by 

identifying similar consumers to the dynamic consumer (to whom the recommended music is 

directed) [6]. One of its specific functions is the Nearest Neighbour algorithm, which is based on 

user input. 

2. Item-Based Collaborative Filtering (IBCF):  

This filtering technique, also known as item-item collaborative filtering or item-based 

collaborative filtering, is used for recommendation systems. Its basis is the similarity between the 

items, which is determined by using user ratings of those items [7], as illustrated in Figure 1. 

 
Fig. 1 User based collaborative filtering 

 

Use the Recommender lab package as a basis for future models; these are essentially based on 

item- and user-based collaborative filter models. 

"User-Based Collaborative Filter Accuracy was: 0.6743" and "Item-Based Collaborative Filter 

Accuracy was: 0.7073" are two of the model's key parameters. 
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Fig. 2 Example of Item based collaborative filtering 

C. Machines for Factorization 

The factorization machine is examined first. In essence, a factorization machine weights higher-

order interactions by the inner product of latent vectors, allowing us to model datasets rich in 

features [8, 9]. 

 

Fig. 3 Example of factorization machine 

Thus, even in highly scant data, the key traits are calculated! The parameters that make up the 

factorization machine are as follows, which need to be learned (where n is the number of features 

in the dataset and k is the dimensionality of latent features): 

According to the parameter adjustment for the previous section, latent dimensions provide the best 

accuracy when k = 25 is used. Furthermore, the fastest error rate convergence is achieved with an 

initialized standard deviation of 0.1. 

Therefore, for the final model, these values must be set for the hyperparameters. In this instance, 

the final factorization machine model is trained, and it is subsequently applied to produce 

predictions for dataset testing. 
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Lastly, the accuracy, precision, recall, and error metrics assess the suggested model. To begin, a 

single generic evaluation function has been written. This will be used to compare the performance 

of the various models. The newly created role is called across the FM model's output probabilities. 

 

• It is then recognised that the approximate accuracy of 0.7482 is significantly greater than the 

item-based (i.e., 0.71) and user-based (0.67) filtering. Additionally, it shows that our model's 

coverage is accurate because it predicts a value of 1 for both the most well-known songs and the 

most addicted or active users. Nonetheless, the level of popularity of the selected music may have 

an impact on our prediction accuracy. 

 

The content-based techniques recommend short musical segments based on the attributes of the 

user's preferred songs. This caters to a broad spectrum of vocalists; that is, several works are 

recommended even after they have yet to be ranked [11, 12]. 

 

D. Content Based Recommender 

 

Content-based techniques are designed to use scenarios in which the objects can be explained 

using factual feature sets and the functionality of the content-based recommender system, as seen 

in Figure 4 below. 

However, these methods have significant issues with the accuracy of recommendations since the 

potential content similarity between them is simply one of many factors that characterise consumer 

preferences.  

 

Furthermore, adding user-approved songs with meaningful music can be challenging when using 

an actual database where most users provide lower ratings for the tracks. 

Content-based systems are primarily used when a sufficient amount of characteristic knowledge 

is genuinely available, as opposed to when it is not. In this instance, structured data is obtained 

from song duration, lyricist, composer, performer genres and the corresponding language. 

1. Pre-processing and Feature Extraction: During the feature mining step, the various objects' 

descriptions are acquired. Nonetheless, since this technique is prevalent, it probably uses any 

interpretation, including a multidimensional information interpretation. 

For the objects represented in feature space, we will create a single desirable encoded vector. 

2. KNN classification model: One of the simplest classification methods is the closest neighbour 

classifier, which has a very straightforward application. Based on each user's ratings for the items, 

we created a model for them. Every user may view content-based recommender systems as a 

categorization challenge [13]. 
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For every neighbour that is a part of the content-based model, the overall accuracy is 0.6880569. 

We may conclude from this that the KNN - content based recommendation system will get more 

accurate as the number of KNN neighbours increases. 

The content-based model beat the user-based collaborative filtering strategy when we compared 

it to other collaborative filtering models. However, the KNN model's neighbour count was actually 

limited to 32. 

 

E. Singular Value Decomposition (SVD) 

The SVD algorithm is a matrix factorization process that lowers the amount of extraneous 

parameters in the dataset; Figure 5 illustrates how this model operates. By breaking down the 

rating matrix and reducing its space dimensions from r to k, the SVD model, for a large M×N user-

item rating matrix A of rank r, effectively maps the users and items to a joint latent factor space 

with k singular values. The latent factor space automatically uses the user's responses to explain 

the rankings by characterizing the things and the users on the topics. 

 

1. Proposed Model 

Initially, we will transform the given data into an M×N rating matrix containing all songs and 

users, where each element 'r' indicates whether or not the user plans to listen to music 'I' again. If 

a user-song pair is absent, NA will be used in its place. 

To formulate our prediction, we will substitute "NA" for the detected values in the original test 

data. In an upcoming section on model evaluation, we will be contrasting model predictions with 

actual values. 

Next, we use a train proportion 0.8 to split the matrix into training and testing groups. 

Next, we used the training matrix to begin training our models. 

We utilised five different k values to select the ideal parameter afterwards. 

2. Adjustment Factors: 

To select the most advantageous latent component, we tested our SVD model with k=5, 8, 10, 20, 

40) and compared their training RMSE. More latent variables will, of course, produce more 

accurate results, but we also considered the fact that the training and prediction times differ 

significantly with different k values. 

It is evident from RSME and our prediction accuracy that a higher value of k will not significantly 

enhance the model. Consequently, we determine that 10 is the ideal value of k. 

With k = 10, the SVD approximation's final accuracy is 0.71. 

F. Hybridisation 

Conventional recommendation system techniques, such as knowledge-based, content-based, and 

collaborative filtering, all have advantages and disadvantages of their own. 
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For example, collaborative filtering faces issues with sparsity and cold starts, whereas content-

based approaches face issues with narrowness and a high description need. 

However, a hybrid approach can use a way to provide projections in areas where the other system 

is unable to, resulting in a more robust recommendation scheme. 

* We found that using a novel approach to combine the outputs from SVD and Factorization 

Machines to create a deep neural network-based recommendation system improves prediction 

accuracy in the work that is being recommended. 

• After noting the results of the SVD and Factorization Machines, we handle this as a classification 

problem to produce hybrid song recommendations. 

* Using the testing data portion of the original data, we construct the hybrid recommender. To 

create our model, we further divided the original testing data into separate training and testing sets. 

1. Adjusting Parameters 

To obtain the optimal feature set, we train our deep learning model on a range of net sizes and 

decay rates. 

2. Accuracy  

We compared the obtained accuracy to the output of the factorization machine and the SVD output. 

We found a modest improvement in the accuracy of the neural net hybrid recommendation system. 

The following part will go over our findings in more detail. 

RESULT 

In this work, we developed several cutting-edge recommendation systems, including a Content-

Based Recommender System, SVD, User-Based Collaborative Filtering (UBCF), Item-Based 

Collaborative Filtering (IBCF), and Factorization Machines. 

Before implementing the models, we have to import the important libraries and data set in the 

jupyter notebook. 

 

 

(figure 4) 
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Importing libraries 

 

 

 

(figure 5) 

Loading data 

The loaded data is very huge so we extract the subset of the data. 

 

(figure 6) 

Subset of data 

1. Popularity Based Model: 

 

                                                                             (figure 7) 

Dividing the data set into train set and test set. 

         

(figure 8) 
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(figure 9) 

Instance of Recommenders class Output of popularity-based model: 

 

(figure 10) 

2. Item based collaborative filtering: 

Creating an instance of Item_similarity_recommender class. 

 
(figure 11) 

 Getting recommendation for song. 
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(figure 12) 

Output for Item based collaborative filtering: 

 

(figure 13) 

 

(figure 14) 
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3. SVD matrix factorization based collaborative filtering: 

Importing the libraries. 

 

(figure 15) 

 Implementation. 

 

(figure 16) 

Quantitative comparison between the models 

We now formally compare the popularity and the personalized models using precision-recall 

curves. 

precision recall calculator class to calculate the evaluation measures 

 

(figure 17) 
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Code to plot precision recall curve¶ 

 

 

(figure 18) 

Plotting precision recall curves. 

 

(figure 19) 

Generate Precision Recall curve using pickled results on a larger data subset. 

 

 

(figure 20) 

http://localhost:8888/notebooks/Downloads/Compressed/RecommenderSystems_PyData_2016-master/RecommenderSystems_PyData_2016-master/Song%20Recommender_Python.ipynb#Code-to-plot-precision-recall-curve
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Output: 

 

 

(figure 21) 

CONCLUSION 

Additionally, we have used deep neural networks to hybridise Factorization Machines and SVD 

models to improve the recommendation system's overall accuracy. 

We observed that in the content-based recommendation system, growing the KNN's near 

neighbours also improved the model's accuracy—a little bit better than SVD performance. 

Nevertheless, the overall expense of creating a content-based recommender is significantly more 

significant because each user has a unique model based on the characteristics of the music they 

like. 

Although factorization machines are less precise than other models, they have a relatively high 

recall value. Additionally, we noticed that the developed model outperforms songs that appear 

frequently in the data; therefore, we may want to improve the accuracy of less well-known songs 

in the future. 

We saw that, with hybridization, recall decreased somewhat, but accuracy marginally increased. 

Compared to the FM Model, the hybrid model has a lower recall value but better precision. 
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